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Research is starting to identify correlations between consciousness and some of the spatiotemporal 

patterns in the physical brain. For theoretical and practical reasons the results of experiments on the 

correlates of consciousness have ambiguous interpretations. At any point in time a number of 

hypotheses co-exist about and the correlates of consciousness in the brain, which are all compatible 

with the current experimental results. 

This article argues that consciousness should be attributed to any system that exhibits 

spatiotemporal physical patterns that match the hypotheses about the correlates of consciousness that 

are compatible with the current experimental results. Some computers running some programs 

should be attributed consciousness because they produce spatiotemporal patterns in the physical 

world that match those that are potentially linked with consciousness in the human brain. 

Keywords: Correlates of consciousness; functionalism; information integration; experiments; Turing 

machine; Analytical Engine. 

1.   Introduction 

"Could a machine think?" My own view is that only a machine could think, and indeed only very 

special kinds of machines, namely brains and machines that had the same causal powers as brains. And 

that is the main reason strong AI has had little to tell us about thinking, since it has nothing to tell us 

about machines. By its own definition, it is about programs, and programs are not machines. ... No one 

would suppose that we could produce milk and sugar by running a computer simulation of the formal 

sequences in lactation and photosynthesis, but where the mind is concerned many people are willing to 

believe in such a miracle because of a deep and abiding dualism: the mind they suppose is a matter of 

formal processes and is independent of quite specific material causes in the way that milk and sugar are 

not. [Searle, 1980, p.424] 

Over the last twenty five years research on the neural correlates of consciousness has 

identified areas of the brain and properties of neural activity that are systematically linked 

with conscious states [Tononi & Koch, 2008], and there has been considerable discussion 

about the possibility that artificial systems could be conscious. This article addresses this 

debate by suggesting that claims about consciousness in computers can be grounded in 

experimental work on consciousness in the human brain. The first half examines what we 

know and can hope to know about the correlates of consciousness in the brain. I will then 
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argue that some computers running some programs will cause spatiotemporal patterns in 

the physical world that match those that are potentially linked with consciousness in the 

human brain.  

2.   The Correlates of Consciousness 

2.1.   The Platinum Standard System 

The starting point for research on the correlates of consciousness is a physical system that 

is known or commonly agreed to be associated with consciousness. While there has been 

an extensive amount of debate about the importance of the body and environment to 

thought and consciousness – for example, [O'Regan & Noe, 2001], [Clark, 2008] - it is 

also clear that the physical brain plays a special role in relation to consciousness. For 

example, living brains are necessary for consciousness in humans, brain damage leads to 

partial or total loss of consciousness, and there is a substantial amount of experimental 

evidence for correlations between consciousness and neural activity [Tononi & Koch, 

2008]. The body and environment also have little influence on consciousness during 

dreams, out of body experiences and hallucinatory states [Gamez, 2007]. All of this 

strongly suggests that the brain is the part of the physical body that is linked with 

consciousness.  

Although we typically assume that infants and higher mammals are conscious, we are 

most confident that consciousness is associated with adult human brains. To focus the 

specification of a conscious system further, it is necessary to state that the adult brain 

should be normal, i.e. it is undamaged and its functions and measurements fall within two 

standard deviations for the human species. The brain also needs to be awake at the time 

of measurement, with “awake” being used as a non-technical indication that the brain is 

functioning in a way that is typically considered “conscious”. This type of wakefulness is 

distinct from the medical definition, since apparently wakeful states can be exhibited by 

people in a vegetative state who are unlikely to be conscious [Laureys et al., 2002]. While 

there will be times when the awake normal adult human brain is not conscious – for 

example, epileptic automatism [Ramachandran & Blakeslee, 1998] - a science of 

consciousness has to start somewhere, and the awake normal adult human brain is the 

physical system that we are most certain is associated with conscious states. 

The awake normal adult human brain will be referred to as the platinum standard 

system.
a
 Just as a platinum-iridium bar in Paris was used to define the length of a meter, 

the awake normal adult human brain is our platinum standard for a conscious system. If 

this physical system is not associated with consciousness most of the time, then nothing 

is. In the future we might decide that other systems can be used as platinum standards for 

research on consciousness, such as a race of aliens based on silicon chemistry. However, 

 
a Other parts of the physical body and environment could be incorporated into the platinum standard system if 

they were shown to be necessary for consciousness. 



Empirically Grounded Claims about Consciousness in Computers   3 

 

at the present time there is only one type of platinum standard system, which significantly 

constrains our ability to precisely identify the correlates of consciousness (see Section 3). 

In line with Baars’ [1988] notion of contrastive analysis, the normal adult human 

brain in a state of deep sleep or otherwise unconscious can be used as a platinum standard 

unconscious system, since we have first hand ‘experience’ of not being conscious in this 

state. This makes the unprovable assumption that the deeply sleeping or anesthetized 

brain is unconscious, and not just unable to remember and report its conscious states. 

2.2.   Experiments on the Correlates of Consciousness 

To establish which aspects or parts of the platinum standard system are linked to 

consciousness, we need to measure different properties of the physical brain, measure 

consciousness and look for correlations between the two. This type of research does not 

attempt to reduce consciousness to the physical brain, nor is it concerned with 

metaphysical speculations about dualism, epiphenomenalism, supervenience, and so on. 

It is a purely empirical approach that uses systematic experiments to identify correlations 

between consciousness and the physical world.  

The contents and level of consciousness in the platinum standard system are 

measured through first person behavioral reports – for example, “I am conscious of a red 

balloon”. Although there are a number of problems with accurate descriptions of 

conscious states [Gamez, 2006], there is not space to cover them here, and it will be 

assumed that phenomenological reports from the platinum standard system can be 

gathered in enough detail for systematic experiments on the correlates of consciousness. 

The physical states of the platinum standard system can be measured in a variety of ways 

– for example, using EEG, fMRI or implanted electrodes. By identifying correlations 

between the phenomenal and physical measurements we can identify features of the 

platinum standard system that are correlated with conscious states. 

A collection of one or more features of the physical world that are correlated with 

consciousness and which are absent as a collection when consciousness is absent will be 

referred to as a set of sufficient correlates of consciousness (a SCC set).
b
 There might be 

more than one SCC sets and SCC sets could overlap. The brain contains one or more 

SCC sets when consciousness is present. Each member of a SCC set will be referred to as 

a correlate of consciousness and a feature of the physical world that might be part of a 

SCC set will be referred to as a potential correlate of consciousness (PCC). In the 

example given in Table 1, D is not a correlate of consciousness because it does not 

systematically co-vary with conscious states, A, B and C are correlates of consciousness, 

and {A,B} and {A,C} are SCC sets. 

Experiments on the correlates of consciousness are attempting to identify 

spatiotemporal patterns in the platinum standard system that form SCC sets. The current 

experimental results and our informal observations of strong correlations between 

 
b If it turns out that there is only one SCC set, then this SCC set will be necessary as well as sufficient for 

consciousness. Otherwise one particular SCC set will not be necessary for consciousness because the brain 

could be associated with consciousness when a different SCC set is present. 
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physical and phenomenal states suggest that consistent SCC sets are likely to exist. 

However, it is possible that further research could demonstrate that stable correlations do 

not exist between consciousness and features of the platinum standard system. 

Table 1. Illustrative example of 

correlations that could exist between 

consciousness and features of the 

platinum standard system. A, B, C and D 

are physical properties of the brain, such 

as the presence of dopamine, neural 

synchronization or 40Hz electromagnetic 

waves. “1” indicates that a feature is 

present; “0” indicates that it is absent. 

A  B C D Consciousness 

0 0 0 0 0 

0 0 0 1 0 
0 0 1 0 0 

0 0 1 1 0 

0 1 0 0 0 
0 1 0 1 0 

0 1 1 0 0 

0 1 1 1 0 
1 0 0 0 0 

1 0 0 1 0 

1 0 1 0 1 
1 0 1 1 1 

1 1 0 0 1 

1 1 0 1 1 

1 1 1 0 1 

1 1 1 1 1 

2.3.   Functional Correlates of Consciousness 

It has often been claimed that functional features of the brain are linked to conscious 

states. Theories about consciousness that have a substantial functional dimension include 

Aleksander’s [2005] axioms, Metzinger’s [2003] constraints and global workspace theory 

[Baars, 1988]. A key question in discussions about consciousness and machine 

consciousness is whether the execution of a function could be correlated with 

consciousness by itself (could a SCC set consist solely of functions?), or do SCC sets 

necessarily include non-functional properties of the physical system. 

In this discussion I will assume that functional correlates of consciousness can be 

implemented by programs running on a computer. Programs already exist for many of the 

proposed functional correlates of consciousness, such as global workspace theory 

[Franklin, 2003], and even if we don’t know how to write a program for a particular 

function (for example, a complete simulation of the brain), it does not seem unreasonable 

to assume that such a program could in principle be written.
c
  

 
c The limits of computer power will not be considered here. 
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The operation of a computer program can be described using a state machine in which 

the nodes represent states of the computer running the program and the links between 

nodes represent transitions between states that occur in response to particular conditions. 

An example of a program and its corresponding state machine is given in Figure 1. A 

state machine description of a program makes it easier to ask whether a physical system, 

such as the brain, implements a particular program and whether the execution of a 

program could be correlated with conscious states. 

 

Figure 1. a) Example program describing the behavior of the wheel discussed in Turing [1950] and Bishop 

[2002; 2009]. The state of the input variable is updated by the checkInput() function, which could identify 

whether a brake is on or off. The output variable could control a light. b) State machine describing the operation 

of the program. c) Single run of the program in which the input varies as shown and the state and output 

variables are changed by the program in response to the input. 

To establish whether a particular function could form a SCC set by itself it is 

necessary to carry out experiments to test whether it is executed in the brain when 

consciousness is present, and not executed when consciousness is absent. The first step in 

these experiments is to define the measureable features of the platinum standard system 

that will be treated as states in the state machine. For example, the levels of blood 

oxygenation in different parts of the brain could be treated as states, or the voltages of the 

neurons. Different definitions of the states of the brain are likely to lead to different 

interpretations of the functions that are being executed, and experiments will have to be 

carried out with different state definitions to establish which has the strongest link with 

consciousness. 

When the states of the brain have been defined two approaches can be used to 

determine if a particular function is being executed by the brain when it is associated with 

consciousness. The first is to examine the brain’s state transitions to see if they contain a 

particular function that has been proposed to be correlated with consciousness. For 

example, the state transitions of the brain might contain a state machine that implements 

a global workspace. If this was executed when consciousness was present and never 

executed when consciousness was absent, we would have evidence that a global 
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workspace could form a SCC set by itself. One problem with this approach is that there 

are likely to be many different ways of writing the complex functions that have been 

claimed to be linked to consciousness in the brain. A second issue is that over a finite 

time period the sequence of states that the brain moves through might be consistent with 

the execution of several different state machines, including the function that we are 

looking for (see Figure 2). This would undermine the claim that a particular function is 

being executed while the brain is conscious. 

 

Figure 2. Illustration of the attempt to identify a particular function in the state machine of the brain. a) State 

machine for a function that has been proposed to be correlated with consciousness. b) Complete state machine 

of the brain under all possible conditions, which contains the state machine we are looking for. c) Sequence of 

states entered by the brain when consciousness is observed. Although this sequence of states is consistent with 

the execution of the function we are looking for, it is also consistent with the execution of many other functions. 

d) State machine describing a function that we are not looking for, which is also compatible with the sequence 

of states in c. 

A more promising way of identifying the functional correlates of consciousness is to 

monitor the state machines that are executed when the brain is conscious without 

attempting to match them to particular functions. To understand this in more detail, 

consider an illustrative experiment in which we divide the brain into three areas and use 

fMRI to measure the average activity in each area. An area is considered to be in state 0 

when its activity is below a threshold and in state 1 when its activity is above a threshold. 
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The states of the three areas are combined into a single three bit number that expresses 

the overall state of the brain – for example, 001. Let us suppose that we measure the brain 

activity under different conditions and obtain the state machine shown in Figure 3a. We 

then identify the states and transitions that occur when the subject is conscious - a 

possible result is shown in Figure 3b. Finally we record a particular execution trace from 

the brain when the subject reports consciousness, as shown in Figure 3c. 

 

Figure 3. a) Illustrative state machine for the brain under a variety of different conditions. The arrows show the 

transitions that occur. b) States and transitions that occur when the brain is associated with consciousness. c) 

Over a particular time period when the subject reports consciousness the brain enters states 001, 010, 001, 010, 

101, 110. 

At first glance the appearance of a particular set of state transitions whenever the 

brain was conscious, which were never present when the brain was unconscious, would 

appear to be good evidence that a function is correlated with consciousness. However, 

while this would show that a particular function might be part of a SCC set, there are a 

number of reasons for doubting whether the execution of a function could form a SCC set 

by itself. A first issue is that if it is purely through the execution of a certain function that 

the brain is conscious, then any system that executes this function must be conscious as 

well. This leads to consciousness being attributed to implausible systems, such as the 

population of China connected with radios and satellites [Block, 2006]. More 

problematically, Bishop [2002; 2009] argues that over a finite time interval any 

sufficiently complex physical system follows the same state transitions as a function that 

is correlated with consciousness. Consider the example shown in Figure 3c in which the 

brain moves through the states 001, 010, 001, 010, 101, 110 over the time interval t1-t6. If 

the execution of a particular function is a necessary and sufficient correlate of 

consciousness, then any system that follows the same execution trace should be 

conscious as well. So consider a system, s, that goes through a sequence of states s1, s2, 

s3, s4, s5, s6 (this could be a clock). As Bishop shows, by mapping brain state 001 onto the 

disjunction of states [s1 v s3], 010 onto [s2 v s4], 101 onto s5 and 110 onto s6, we can 

interpret s as executing the same function as the brain over the time interval t1-t6, and so s 

should also be considered to be correlated with consciousness over this period. One 

consequence of this argument is that the functional correlates of consciousness can be 

found in the unconscious brain over a particular time interval, which eliminates their 

status as PCCs. Another consequence is that the functional correlates of consciousness 

can be found in all other systems that have a minimal level of complexity, which leads to 

an untenable panpsychism. A number of people have responded to this remapping 

argument by claiming that the target system s is missing the counterfactuals of the 



8   David Gamez 

 

original function, which might also be important to consciousness [Chrisley, 1995; 

Chalmers, 1996]. A full discussion and response can be found in Bishop [2009].
d
  

While these arguments suggest that functions cannot form SCC sets by themselves, it 

is an open question whether the implementation of a particular state machine in the brain 

could be part of a SCC set. It will be shown later how particular functions running on 

particular computers could lead to spatiotemporal patterns in the physical world that 

might match the correlates of consciousness in the platinum standard system. 

2.4.   Neural Correlates of Consciousness 

Neural activity cannot form a SCC set by itself because neurons are active when the brain 

is unconscious. However, some features of neural activity, such as synchronization and/or 

neural activity in particular brain areas, might be consistently correlated with 

consciousness [Tononi & Koch, 2008]. 

2.5.   Material Correlates of Consciousness 

Some of the brain’s chemicals could form part of a SCC set, although most of them 

cannot form SCC sets by themselves because they are present when the brain is 

unconscious. However, it is possible that there could be chemical transformations in the 

brain that only occur when consciousness is present. 

2.6.   Mathematical and Algorithmic Correlates of Consciousness 

Many brain measurements exhibit mathematical relationships that could be correlated 

with consciousness. For example, a number of algorithms have been put forward to 

measure information integration [Balduzzi & Tononi, 2008], [Gamez & Aleksander, 

2011] and preliminary experiments have demonstrated correlations between information 

integration and consciousness [Lee et al., 2009; Massimini et al., 2009; Ferrarelli et al., 

2010].
e
 There is some potential overlap between mathematical and algorithmic correlates 

of consciousness and neural correlates of consciousness because neural properties, such 

as synchronization, can be expressed in mathematical terms.  

One potential issue with mathematical and algorithmic correlates of consciousness is 

that information is often treated as if it was an objective property of a system, whereas it 

is typically a highly subjective interpretation. This problem can be addressed by 

interpreting information as data, which can be more easily linked to objective physical 

properties [Gamez, 2011]. A second issue is that it is necessary to specify the level at 

which an analysis is carried out. The mathematical and algorithmic theories that have 

been put forward are expressed as relationships between elements of a system, which 

 
d These arguments against functions forming SCC sets by themselves apply all the way down to the functions of 

the atoms in the brain and below. The execution trace of a complete simulation of the brain over a particular 

time period could be remapped onto any other sufficiently complex sequence of states, which would be 

interpreted as implemented the brain’s functions over that time period. 
e While Tononi [2008] hypothesizes that information integration is consciousness, this paper will only consider 

mathematical and algorithmic relationships to be potential correlates of consciousness. 
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could be brain areas, cortical columns, individual neurons, glia, ion channels, molecules, 

electromagnetic waves, and so on. It is an empirical question whether a mathematical or 

algorithmic property of a set of measurements at a particular level or several levels is 

correlated with consciousness, and experiments need to be carried out to establish what is 

the case. 

Mathematical or algorithmic correlates of consciousness are valid only for the levels 

of the physical system where they have been demonstrated to exist. Independent evidence 

would have to be obtained to prove that information or data integration, for example, can 

form a SCC set by itself, rather than information or data integration at a particular level 

of the platinum standard system. For instance, an experiment demonstrating a correlation 

between neural information integration and consciousness could not be interpreted to 

show that traffic lights would also be conscious if they exhibited a similar level of 

information integration. Mathematical and algorithmic correlates of consciousness are 

similar to physical laws that apply to carefully defined measurements of the physical 

world. Newton’s equation for the gravitational attraction between two bodies provides a 

good approximation when it is applied to the masses of the bodies and the distance 

between them, but it is nonsensical if the masses or the distance are replaced by other 

quantities, such as the surface area or color.  

3.   Indeterminacies about the Correlates of Consciousness 

Ideally we would build up a complete picture of the relationship between consciousness 

and the physical world by identifying one or more SCC sets in the platinum standard 

system. In practice there is a substantial amount of indeterminacy in our knowledge about 

the correlates of consciousness, which is caused by the limitations of our experiments and 

the technology and resources that are available to solve the problem. At any point in time 

there will be a number of hypotheses about the SCC sets that are compatible with the 

current experimental results. Our experimental results create indeterminacy envelopes 

(see Section 3.4) that enclose collections of features of the platinum standard system that 

are potentially correlated with consciousness. 

3.1.   Experiments on the Natural Brain 

Many experiments on the correlates of consciousness can be carried out by observing the 

conscious and unconscious brain in its natural state using measurement techniques that do 

not alter or affect its functioning – for example, EEG, fMRI or implanted electrodes. One 

problem with this approach is that it relies on separations between phenomena that 

happen to occur naturally, which leaves many ambiguities. For example, experiments on 

the natural brain might inform us that a high level of information integration between 

neuron firing events was correlated with consciousness, but it would not tell us whether 

the electromagnetic waves generated by the neurons or the movements of chemicals 

across the synapses were the levels of the system at which information integration was 

important.  
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Natural experiments have the further limitation that they cannot separate out the 

different material aspects of the brain. For example, all platinum standard systems 

naturally contain dopamine, are a particular size and operate on a particular time scale, 

and these factors cannot be experimentally separated out by observing the brain in its 

natural state. These indeterminacies could only be addressed by natural experiments if we 

discovered other platinum standard systems with a different material constitution. For 

example, if we encountered a species of conscious beings that did not contain dopamine, 

then we would know that dopamine is not always necessary for consciousness. 

3.2.   Interventionist Experiments 

An interventionist experiment deliberately alters the brain or the subject’s behavior. The 

distinction between experiments on the natural brain and interventionist experiments is 

not clear cut because many interventions could be considered to be natural behaviors of 

the system. Some examples are as follows: 

(i) Behavior interventions. Ask subject to look to the left, carry out a particular task or 

report their conscious states. 

(ii) Chemical interventions. Administer chocolate, alcohol or DMT; replace blood with an 

artificial blood substitute. 

(iii) Physical interventions. Damage brain using sharp instrument or blow to the head; 

alter electric field using TMS or electric shocks; replace hippocampus with a 

functionally equivalent silicon chip. 

Some of these interventions change the behavioral output of the platinum standard 

system; others leave it intact. 

Behavior-changing experiments can play a useful role in the scientific study of 

consciousness because they can alter the reports of conscious states and produce a 

measureable result. Prior to the intervention we can measure consciousness in the 

platinum standard system through a first person behavioral report. Next we can intervene 

in the brain, by administering chemicals, delivering a blow to the head, and so on. Then 

by measuring consciousness again through another first person report we can establish 

whether the intervention had an effect on the consciousness of the subject.  

Behavior-neutral experiments are useless because the reports about consciousness 

from the subject are exactly the same before and after the intervention. This makes it 

indeterminate whether the intervention has left the consciousness of the platinum 

standard system intact, or produced a zombie that unconsciously acts in the same way as 

before.  

Suppose we carry out an interventionist experiment in which we replace part of the 

subject’s brain with a functionally equivalent chip. This has no effect on the subject’s 

behavior because the chip is assumed to provide the same input/output function as the 

brain area that is being replaced. The only thing that can potentially change in this 

experiment is our interpretation of the subject’s behavior. Prior to the experiment we 

interpreted the speech of the subject as a report about conscious states. By substituting 

part of their brain with a functionally equivalent chip we have transformed the platinum 
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standard system into a different physical system that can no longer be unproblematically 

assumed to be associated with consciousness. We can continue to interpret the subject’s 

speech as a report about their conscious states if we assume that biological neurons are 

not necessary for consciousness, but if we need to make this assumption, then there is no 

point in carrying out the experiment in the first place.
f
 Similar problems occur with other 

behavior-neutral interventionist experiments, such as the replacement of haemoglobin 

with an artificial blood substitute or changes to the brain’s temporal and spatial scale. 

The futility of behavior-neutral experiments limits our ability to precisely identify the 

correlates of consciousness because many features of the brain can only be shown to be 

part of a SCC set through experiments that hold the behavior of the brain constant and 

vary another factor, such as its material constitution or rate of processing. This limitation 

could only be overcome if we could develop a way of measuring consciousness that does 

not depend on behavior. 

3.3.   Technological, Ethical and Resource Limitations 

Our current resources and technology also limit our knowledge about which features of 

the platinum standard system are SCC sets. For example, our current scanning 

technologies fall far short of full access to all neurons in the brain, and so many 

experiments on the correlates of consciousness cannot be carried out. 

There are also many experiments that could in principle be carried out, but have not 

been done because of ethical constraints or a lack of resources or funding. Many 

experiments are only permitted on animals; others cost too much; some have not been 

carried out because no-one has thought about them or had the time. 

3.4.   Indeterminacy Envelopes 

Each experimental result is a fixed point of knowledge that limits the hypotheses about 

the features of the platinum standard system that could form SCC sets. Follow-up 

experiments can be used to further reduce the indeterminacy about the features of the 

physical world that are correlated with consciousness. This situation will be described by 

saying that an indeterminacy envelope surrounds the set of hypotheses about the 

correlates of consciousness that are compatible with an experiment’s results. Each 

indeterminacy envelope contains one or more collections of properties that form SCC 

sets, as well as properties that have not yet been demonstrated to be uncorrelated with 

consciousness. An example of an indeterminacy envelope that could result from a neural 

synchronization experiment is shown in Figure 4. 

 
f There has been a substantial amount of discussion about the replacement of part of the brain by a functionally 

equivalent chip [Moor, 1988; Chalmers, 1996; Prinz, 2003]. While thought experiments, such as Chalmers’ 

fading and dancing qualia, have been used to make hypotheses about the results of behavior neutral 

experiments, I have argued elsewhere that we cannot use our imagination to tackle this problem [Gamez, 2009]. 
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Figure 4. An indeterminacy envelope that could result from a neural synchronization experiment (this example 

is only loosely inspired by actual experiments). a) An experiment demonstrates that 40 Hz neural 

synchronization is a SCC set. Whenever this occurs, consciousness occurs; without this form of synchronization 

no consciousness is reported. b) Indeterminacy envelope enclosing the compatible hypotheses about the 

correlates of consciousness that arise from this experiment. For example, haemoglobin and high information 

integration between biological neurons could be sufficient correlates of consciousness. 

Further experiments are required to eliminate properties from the indeterminacy envelope 

that are not correlated with consciousness, and to establish which combinations of PCCs 

form SCC sets. This process will be referred to as the reduction of an indeterminacy 

envelope and it is illustrated in Table 2. 

Over time the indeterminacy envelopes will be reduced as we improve our 

technology, spend more time and money on the problem and use natural and behavior-

changing experiments to identify the links between consciousness and the platinum 

standard system. However, since some experiments cannot in principle be carried out, it 

is likely to be impossible to completely reduce the indeterminacy envelopes down to one 

or more precisely defined SCC sets. 

 

4.   Consciousness in Computers 

4.1.   The Physical Computer 

Computers are physical machines that can be constructed out of many different materials. 

For example, Babbage’s design for an Analytical Engine was a mechanical system that 

could be programmed with punched cards, early computers were based around valves and 

modern computers use circuits etched in silicon to run their programs. When a program is 

run on different computers it should produce approximately the same output for the same 

set of input data.
g
 As a program is run it produces a particular pattern in the physical 

world, which varies with the type of computer. In the Analytical Engine a program causes 

 
g A program written for one computer might have to be recompiled and possibly rewritten to run on a different 

computer. A computer’s numerical precision will affect the output. 
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steel and brass rods and cogs to mechanically interact; in computers based on valves or 

silicon a program produces changing voltage patterns and movements of electrons.  

Table 2. Abstract example of the reduction of an indeterminacy 

envelope. Features A, B, C and D are assumed to form a complete 

description of the physical system. a) We observe that consciousness is 

present when physical features A, B, C and D are present. This makes 

A, B, C and D PCCs and subset(s) of them will be SCC set(s). b) A 

second experiment is carried out to test whether A is part of a SCC set. 

Under all possible combinations of B, C and D consciousness is absent 

when A is absent, and so A must be part of a SCC set, but it cannot 

form a SCC set by itself because consciousness is not present when 

only A is present. More experiments are needed to reduce the 

indeterminacy envelope further and identify which factors in 

combination with A form one or more SCC sets. 

a) A B C D Consciousness b) A B C D Consciousness 

 0 0 0 0 0  0 0 0 0 0 
 0 0 0 1 ?  0 0 0 1 0 

 0 0 1 0 ?  0 0 1 0 0 

 0 0 1 1 ?  0 0 1 1 0 
 0 1 0 0 ?  0 1 0 0 0 

 0 1 0 1 ?  0 1 0 1 0 

 0 1 1 0 ?  0 1 1 0 0 
 0 1 1 1 ?  0 1 1 1 0 

 1 0 0 0 ?  1 0 0 0 0 

 1 0 0 1 ?  1 0 0 1 ? 
 1 0 1 0 ?  1 0 1 0 ? 

 1 0 1 1 ?  1 0 1 1 ? 

 1 1 0 0 ?  1 1 0 0 ? 

 1 1 0 1 ?  1 1 0 1 ? 

 1 1 1 0 ?  1 1 1 0 ? 

 1 1 1 1 1  1 1 1 1 1 

To understand this point better consider the abstract description of a computing 

machine put forward by Turing [1936]. This consists of a tape of infinite length that can 

move to the right or left, read and write heads, a processor that maps the input and current 

state to an action, and an internal memory that holds the state the machine is in (see 

Figure 5a). The Turing machine is a good abstract model for a computer because 

according to the Church-Turing thesis, anything that is algorithmically computable can be 

computed on a Turing machine.  

There are many different ways in which the components of the abstract Turing 

machine can be implemented in a physical system.
h
 In this discussion I will focus on 

different implementations of the read/write heads and the tape that stores the program and 

is used for output. In a silicon system the tape can be implemented as a number of 

capacitors that store tiny voltages. The tape can also be implemented as a line of squirrels 

sitting on a log, with a large squirrel interpreted as a 1 and a small squirrel interpreted as 

 
h A video of a mechanical version that uses marker pens and 35mm film is available here: 

http://www.youtube.com/watch?v=E3keLeMwfHY. A LEGO version is shown here: 

http://www.youtube.com/watch?v=cYw2ewoO6c4. 
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a 0. In the squirrel scheme a gripper writes to the ‘tape’ by moving the squirrels around 

on the log and a camera system converts the sizes of the squirrels into 1s and 0s (see 

Figure 5b). 

 

Figure 5. a) Abstract Turing machine; b) Turing machine in which large and small squirrels on a log implement 

the tape. 

Different implementations of the tape lead to different alterations of the physical 

world as the machine computes - voltages are changed in silicon or squirrels of different 

sizes are moved about on a log. These changing patterns depend both on the program that 

is being run by the Turing machine and on the physical implementation of the tape. Other 

aspects of the computer, such the processor and state memory, can be implemented in 

many different ways, which lead to further variations in the computer’s spatiotemporal 

physical patterns. 

4.2.   Claims about Consciousness in Computers 

Our current experimental results delimit collections of hypotheses about the correlates of 

consciousness, some subset(s) of which will actually be SCC set(s). In the absence of 

better information, it seems reasonable to attribute consciousness to any system that fits 

within the indeterminacy envelopes provided by these experimental results. This thesis is 

more formally expressed as follows:  

A spatiotemporal pattern of physical states that matches a candidate set of 

potential correlates of consciousness within an indeterminacy envelope should be 

assumed to be associated with consciousness.  

The notion of a candidate set is introduced to handle the fact that some PCCs cannot form 

SCC sets by themselves because they are also present when the brain is unconscious. For 

example, a chemical in the brain, such as haemoglobin or NMDA, might be part of a 

SCC set, but it cannot be sufficient for consciousness by itself because it is also present in 

the unconscious brain. A candidate set also cannot consist entirely of functional PCCs 

because of the possibility that any physical system (including the unconscious brain) can 

be interpreted as executing a particular function over a finite time period.  
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Suppose it has been shown that high information integration between firing neurons 

is always present when the platinum standard system reports conscious states and is 

absent whenever the platinum standard system is unconscious. Furthermore, suppose that 

the voltage of the neurons and their substrate cannot be experimentally separated out. A 

neural simulation program is run on a Turing machine whose tape is implemented as 

capacitors with a 100 mV range. If the execution of the program produced patterns of 

information integration between the capacitor voltages that were similar to the patterns of 

information integration between the ~-70 to ~+30 mV neuron voltages in the conscious 

human brain, then we could justifiably assume that this system is as conscious as a 

human (see Figure 6). However, on the basis of this experimental result, the same 

program running on Babbage’s Analytical Engine could not be assumed to be associated 

with consciousness because this would generate a spatiotemporal pattern of physical 

states that was far outside of the indeterminacy envelope shown in Figure 6a. Babbage’s 

Analytical Engine could only be attributed conscious states if, for example, information 

integration between punched cards or the rotation of brass cogs, had been shown to be 

linked to consciousness in the platinum standard system. Since our platinum standard 

system is constructed out of biological components it is unlikely to be possible to make 

empirically grounded claims about the consciousness of programs running on 

mechanically constructed computers.
i
  

 

Figure 6. a) Indeterminacy envelope resulting from an experiment demonstrating a correlation between 

consciousness and information integration between biological neurons. b) A Turing machine whose tape was 

implemented with 100 mV capacitors could potentially produce patterns of information integration that fit 

within this indeterminacy envelope. 

5.   Conclusions 

This paper has argued that claims about the consciousness of some machines can be 

grounded in experimental work on the platinum standard system. Some computers 

running some programs will create spatiotemporal patterns in the physical world that fit 

within the indeterminacy envelope of the potential correlates of consciousness in the 

 
i The Analytic Engine could be attributed conscious states if data integration was included as a PCC within the 

indeterminacy envelope, with data being any kind of change within the physical world [Gamez, 2011]. In this 

case, the Analytical Engine could run a program that produced data integration between the changes in the 

punched cards that was comparable to the data integration between changes in the neurons in the brain. 

However, more work is required to determine whether data integration is a form of functionalism or whether it 

could form a SCC set by itself. 
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human brain. A claim about the consciousness of a particular machine is not just based on 

the program that is running, but also on the similarity between the spatiotemporal patterns 

of physical states in the machine and the experimentally identified correlates of 

consciousness in the platinum standard system. 

I have also highlighted the fact that there is a considerable amount of indeterminacy 

in our knowledge about the correlates of consciousness in the platinum standard system. 

This will lead an empirically grounded approach to erroneously attribute consciousness to 

many systems that are not in fact conscious. As our technology improves we will reduce 

some of these indeterminacies, but others appear to be fundamental features of our 

experimental practice and it is not obvious how they could ever be eliminated without a 

wider selection of platinum standard systems based on different physical and chemical 

principles or a method for measuring consciousness that does not depend on external 

behavior. 

This grounding of claims about artificial consciousness in scientific data does not 

prove or imply that particular systems are not conscious. While we can only scientifically 

demonstrate that systems similar to the platinum standard system are likely to be 

conscious, other spatiotemporal physical patterns might also be associated with conscious 

states.  
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